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Critical point expectations

2

We are focusing in on the 
right region

Bazavov et al, arXiv:1701.04325 
Karsch INT-BES 2017

Calculations disfavor C.P. where 
µB/T < 2 and T/TC(µB= 0) > 0.9
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BES-I ! BES-II 
More Statistics 

!  BES-I exploratory scan 
was carried out to shed 
light on these questions 
!  Indications of  a CP with 

8 < √SNN < 20 GeV 
!  How can we capitalize 

on these results? 
!  More data 

!  Electron cooling 
!  RHIC Luminosity 

upgrade 
!  Needed for lower 

energies 
!  Many results statistics 

limited 
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From BES-I to BES-II

3

Future data: 
Examine regions of interest 
Maximizing fraction particles 
measured 
Probe lower √s  
High(er) luminosities 
Change species 

Turn trends and features 
into definitive conclusions

+ 1 B events at 27 GeV  (recent request for Run 18) 

+ FXT program with 100M MB events at 
7.7, 6.2, 5.2 4.5, 3.9, 3.5, 3.0 GeV  (asked for 3.0 from Run 18)

RHIC eCooling - Enables the significant statistics enhancement 
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FIG. 6. The ET /Nch ratio as a function of
√

s
NN

for central Au +
Au collisions and Pb + Pb collisions at midrapidity. The error bars
represent the total statistical and systematic uncertainties. The Large
Hadron Collider, LHC, data point has been obtained by taking the
ratio of the CMS dET /dη data [31] with the average of the ALICE
[35] and the ATLAS [36] data. For (dET /dη)/(0.5Npart), data are
taken from FOPI [28], E802 [29], NA49 [30,31], STAR [18], and
CMS [31]. For (dNch/dη)/(0.5Npart), data are taken from FOPI [28],
E802 [29,32,33], NA49 [30], STAR [18,34], PHOBOS [17], ALICE
[35], and ATLAS [36].

the species (Au + Au, Cu + Au, and Cu + Cu) at
√

s
NN

=
200 GeV are consistent with each other for all overlapping
values of Npart. This behavior had been previously noted
when comparing Au + Au and Cu + Cu data from PHOBOS
[40] and is now extended to include Cu + Au collisions.
Figure 10 shows that, as in the Au + Au collisions, the ET /Nch
ratio in the lighter colliding system is consistent with being
independent of Npart.

Figure 11 shows the Npart dependence of εBJ multiplied
by τ for Cu + Cu and Cu + Au collisions. Both the Cu + Cu
data at

√
s

NN
= 200 GeV and the Cu + Cu data at

√
s

NN
=

62.4 GeV increase with increasing Npart. For all values

TABLE V. Summary of the Jacobian scale factor estimated for
each beam energy.

Dataset J (y,η)

200-GeV Au + Au 1.25
130-GeV Au + Au 1.25
62.4-GeV Au + Au 1.25
39-GeV Au + Au 1.27
27-GeV Au + Au 1.27
19.6-GeV Au + Au 1.28
14.5-GeV Au + Au 1.30
7.7-GeV Au + Au 1.35
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FIG. 7. The Bjorken energy density, εBJ, multiplied by τ as
a function of Npart for Au + Au collisions at varying values of√

s
NN

. The error bars represent the total statistical and systematic
uncertainties.

of Npart, εBJ for Cu + Cu collisions at
√

s
NN

= 200 GeV
and Cu + Au at

√
s

NN
= 200 GeV are consistent with each

other within the uncertainties of the measurement. With the
different collision geometries taken into account, there is a
more consistent agreement between the most central Cu + Cu
and Cu + Au data points at

√
s

NN
= 200 GeV than with

(dET /dη)/(0.5Npart) alone. Also shown for comparison are
the εBJ values for Au + Au collisions at

√
s

NN
= 200 and

62.4 GeV, illustrating that εBJ is independent of the size of
the system.
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s

NN
for central Au + Au (PHENIX) and Pb + Pb

(CMS) [31] collisions at midrapidity. The error bars represent the
total statistical and systematic uncertainties.
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Establishing the “basics”: Density and

4

Can we establish 𝝉?

For central events: 
 Bjorken energy density× 𝝉 > 1 GeV/fm2c 

   

Phys. Rev. C 93, 024901 (2016)

εBJ𝝉∝e[b×log(√sNN)];  (b = 0.422 ± 0.035)

εBJ𝝉 < 1 for low energy peripheral events

Freezeout 
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for central collisions. It can be seen that for all other966
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Tkin~Tch  below √s ~ 7 GeV
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Establishing the “basics”: Yields

5

 Good agreement 
between experiments 

: Fixed target 
program officially 

proposed as part of 
BES-II

Close to full phase 
space  

measurements

√s = 4.5 GeV

Christopher Flores
QM2015 September 29, 2015

Rapidity Density Distributions of π

9

Results are not feed-
down or background 
corrected.

Forward/Backward asymmetries 

remaining after efficiency and 

acceptance corrections are included 

as systematic errors.

Distributions are fit with Gaussian 

functions with means fixed to y = 0.

Results are not feed-
down or background 
corrected.

K.Meehan QM2017

STAR can 
measure forward 
and backwards
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  4

Current status of horn and step plots – properties of the onset of deconfinement 

mid-rapidity 4p new  For Pb+Pb sharp 

peak (horn) in K+/p+ 

ratio due to onset of 
deconfinement (OD) 
 (APPB 30, 2705, 1999)

  For Pb+Pb 
plateau (step) in the 
inverse slope 
parameter (T) of m

T
 

spectra due to OD 
(constant T and p in 
mixed phase)

 Even in p+p the 
energy dependence 

of K+/p+ and T 

exhibits rapid 
changes in the 
SPS energy range

S. Puławski (for NA61),  
PoS CPOD2014, 010, 2015; 

and 2015 update (4p)

Horns and plateaus

6

RHIC data suggests 
horn less pronounced 

Same result for mid-
rapidity as total yield 

Similar plateau 
in Tkin for pp

Models show 
baryon density also 
peaks √s  ~7 GeV

K. Grebieszkow CPOD16



0
0.1
0.2
0.3 0%-10%7.7 GeV

0
0.1
0.2
0.3 11.5 GeV

0
0.1
0.2
0.3 14.5 GeV

0
0.1
0.2
0.3

2v 19.6 GeV

0
0.1
0.2
0.3 27 GeV

0
0.1
0.2
0.3 39 GeV

0 1 2 3 4
0

0.1
0.2
0.3 62.4 GeV

10%-40%p
Λ-Ξ -Ω

+π +K
s
0K

φ

0 1 2 3 4

40%-80%

0 1 2 3 4
)2 (GeV/c0-mTm

Particles

0
0.1
0.2
0.3 0%-10%7.7 GeV

0
0.1
0.2
0.3 11.5 GeV

0
0.1
0.2
0.3 14.5 GeV

0
0.1
0.2
0.3

2v 19.6 GeV

0
0.1
0.2
0.3 27 GeV

0
0.1
0.2
0.3 39 GeV

0 1 2 3 4
0

0.1
0.2
0.3 62.4 GeV

10%-40%p
Λ-Ξ -Ω

+π +K
s
0K

φ

0 1 2 3 4

40%-80%

0 1 2 3 4
)2 (GeV/c0-mTm

Particles

0
0.1
0.2
0.3 0%-10%7.7 GeV

0
0.1
0.2
0.3 11.5 GeV

0
0.1
0.2
0.3 14.5 GeV

0
0.1
0.2
0.3

2v 19.6 GeV

0
0.1
0.2
0.3 27 GeV

0
0.1
0.2
0.3 39 GeV

0 1 2 3 4
0

0.1
0.2
0.3 62.4 GeV

10%-40%p
Λ-Ξ -Ω

+π +K
s
0K

φ

0 1 2 3 4

40%-80%

0 1 2 3 4
)2 (GeV/c0-mTm

Particles

mT-m0 (GeV/c2)

v 2

0
0.1
0.2
0.3 0%-10%7.7 GeV

0
0.1
0.2
0.3 11.5 GeV

0
0.1
0.2
0.3 14.5 GeV

0
0.1
0.2
0.3

2v 19.6 GeV

0
0.1
0.2
0.3 27 GeV

0
0.1
0.2
0.3 39 GeV

0 1 2 3 4
0

0.1
0.2
0.3 62.4 GeV

10%-40%p
Λ-Ξ -Ω

+π +K
s
0K

φ

0 1 2 3 4

40%-80%

0 1 2 3 4
)2 (GeV/c0-mTm

Particles

0
0.1
0.2
0.3 0%-10%7.7 GeV

0
0.1
0.2
0.3 11.5 GeV

0
0.1
0.2
0.3 14.5 GeV

0
0.1
0.2
0.3

2v 19.6 GeV

0
0.1
0.2
0.3 27 GeV

0
0.1
0.2
0.3 39 GeV

0 1 2 3 4
0

0.1
0.2
0.3 62.4 GeV

10%-40%p
Λ-Ξ -Ω

+π +K
s
0K

φ

0 1 2 3 4

40%-80%

0 1 2 3 4
)2 (GeV/c0-mTm

Particles

Helen Caines - RHIC&AGS Users Meeting 17

Disappearance of QGP? 

7

Several standard 
signals disappear 
at √s <~ 20 GeV

High pT suppression gone 

B-M v2 separation gone

ϕ v2 ~ 0

v3 ~ 0

7.7 GeV

11.5 GeV

27 GeV

PRL 116 (2016) 112302

PRC 93 (2016) 14907

S.Horvat QM2015

STAR

STAR
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Another look at jet quenching

8

Rcp h+ - Contribution from protons changing with √s 
Rcp h- - Dominated by pions for all √s

High-pT suppression for ≥ 14.5 GeV 
New limit for lowest collision energy 

that evidence of partonic energy-
loss has been presented at 
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STAR	BES
10-40%

STAR	PRELIMINARY

E895_PRL84(2000)5488 STAR	PRL112 (2014)	162301

p+ (FXT) p- (FXT)

STAR	FXT
10-25%

E895
12-25%

First order phase transition?

9

Beam energy baryon dv1/dy trend 
complex interplay of: 

v1 baryons transported from beam 

v1 from pair production

Low √s : slope v1(baryons) positive 
              slope v1 (mesons) negative

K. Meehan QM2017
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Nu Xu 9/34 “BEST2016 Topical Workshop on Beam Energy Scan”, Indiana University, May 9 – 11, 2016 

Directed Flow v1 Results 
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Net - Proton Net - Kaon

STAR: PRL112, 162301(2014) 
STAR: QM2015 

1)  Mid-rapidity net-proton dv1/dy 
published in 2014 by STAR, 
except the point at 14.5 GeV 

2)  Minimum at √sNN = 14.5 GeV for 
net-proton, but net-Kaon data 
continue decreasing as energy 
decreases 

3)  At low energy, or in the region 
where the net-baryon density is 
large, repulsive force is 
expected, v1 slope is large and 
positive!  

 - M. Isse, A. Ohnishi et al, PR C72, 064908(05) 

 - Y. Nara, A. Ohnishi, H. Stoecker, arXiv: 1601.07692   

First order phase transition?

9

Net-proton isolates directed flow of 
transported baryons: 

Double sign change in dv1/dy 

Not seen in net-kaons 

Results not yet reproduced by theory 

Softening of EoS ?

Beam energy baryon dv1/dy trend 
complex interplay of: 

v1 baryons transported from beam 

v1 from pair production

Low √s : slope v1(baryons) positive 
              slope v1 (mesons) negative

K. Meehan QM2017
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Coalescence Parameters vs. Collision Energy

� ,9 decrease with collision energy. A minimum around sGG� = 20 GeV:
change of EOS?!

� ,9 ! values are systematically lower than that of ,9(!) implying emitted source of 
anti-baryons is larger than those of baryons

Ning Yu, Quark Matter 2017

arXiv:1410.2559
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Stalling of the expansion?
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Light Nuclei
� Light (anti)nuclei with small binding energy, such as ! and !̅ (# = 2.2

MeV) are formed through final-state coalescence.
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� Light nuclei may serve as probes of space-momentum density and
correlation of nucleons at freeze-out. 
László P. Csernai, Joseph I. Kapusta Phys. Reps, 131,223(1986)
B. Monreal and et. al. PRC60,031901(1999),PRC60,051902(1999)
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 B2 minimum (V maximum) √sNN  ~ 20 GeV 

d final state coalescence access to 
nucleon freeze-out volume

2017/2/3 3

Light Nuclei Formation in HI Collisions
� Light (anti)nuclei with small binding energy ($), such as ! and !̅ with binding

energy $ = 2.2 MeV, are formed via final-state coalescence
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� Light nuclei may serve as probes of space-momentum density and correlation of 
nucleons at freeze-out. We will focus on ! (!̅) in this talk.

László P. Csernai, Joseph I. Kapusta Phys. Reps, 131,223(1986)
B. Monreal, et. al. PRC60,031901(1999), PRC60,051902(1999)
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Stalling of the expansion?
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Softening of EoS?
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Light Nuclei
� Light (anti)nuclei with small binding energy, such as ! and !̅ (# = 2.2

MeV) are formed through final-state coalescence.
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 B2 minimum (V maximum) √sNN  ~ 20 GeV 

Sign of entering compressed baryonic 
matter regime?

d final state coalescence access to 
nucleon freeze-out volume
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Light Nuclei Formation in HI Collisions
� Light (anti)nuclei with small binding energy ($), such as ! and !̅ with binding

energy $ = 2.2 MeV, are formed via final-state coalescence
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FIG. 7. (Color online) (Top) The difference between the squared
transverse HBT radii are plotted as a function of the collision energy
for STAR and ALICE measurements of the most central heavy ion
collisions. (Bottom) The ratio of the out and side HBT radii for
STAR and ALICE are plotted for the same collisions. In both cases,
statistical errors are shown by solid error bars. Systematic errors are
shown only for the data at mT = 0.33 GeV (mT = 0.38 GeV) for
STAR (ALICE); systematic errors are common for all mT cuts. The
systematic errors are driven by two-track cuts that are common to
all STAR energies and so are drawn only for the

√
sNN = 62.4-GeV

data.

on the algorithm used [22]. Calculations that rely strictly
on freeze-out distributions and bypass calculation of the
momentum-space correlation function, often yield HBT radii
that are much too large, whereas the ratios between them are
closer to experimental values [22,67].

In the hydrodynamic calculation of Rischke and Gyulassy,
which included flow, Rout/Rside exhibited a peak as the energy
density of the system nears the threshold of a first-order phase
transition or rapid crossover transition [63]. This ratio is shown
in the bottom panel of Fig. 6 for the world’s data set. A small
peaking behavior in the STAR data is obscured by the historical
SPS and AGS data. The excitation function is clearer if the
STAR and ALICE data are viewed separately, as seen in the
bottom panel of Fig. 7 [68]. For all mT ranges, the ratio peaks
at

√
sNN ≈ 20 GeV.

It is not unreasonable to examine the RHIC and LHC data on
their own. Femtoscopic techniques, including various methods
for accounting for the Coulomb repulsion between the pions,
have evolved over time [22]; STAR and ALICE use the Bowler-
Sinyukov formalism [54,55], which affects particularly the
outward radius [33]. Furthermore, the detector acceptance and
two-track efficiency change as a function of collision energy
in a fixed-target experiment, which can complicate detection
of a subtle trend in an observable with

√
sNN. Midrapidity

measurement with collider experiments such as STAR and
ALICE are performed with uniform coverage independent
of collision energy. Finally, systematic errors vary from one
experiment to another. While the systematic error on Rout/Rside
(shown as a gray band in Fig. 7) is significant, it is common
for all

√
sNN, so the peak in the ratio is statistically significant.

The peak in R2
out − R2

side and Rout/Rside is intriguing,
especially because it occurs around a collision energy where
several other observables [69–72] show nontrivial trends
that may indicate a change in the underlying physics at
these energies. However, conclusive interpretation of the
femtoscopic data presented here must await comparison with
theoretical calculations.

The value of Rlong has been related to the kinetic freeze-out
temperature, T , and lifetime, τ , of the system by the relation
[23,73,74]

Rlong = τ

√
T

mT

K2(mT /T )
K1(mT /T )

, (18)

where K1(mT /T ) and K2(mT /T ) are modified Bessel func-
tions. The kinetic freeze-out temperature is not expected to
change much with

√
sNN. Therefore, the rise of Rlong suggests

that the total lifetime of the system is increasing with energy.
At the end of this section Eq. (18) is used to extract τ as a
function of

√
sNN given certain assumptions.

The systematic errors for STAR points at all energies (from
Table II) are of similar size to error bar for 39 GeV, shown as
a representative example. Errors on other results are statistical
only to emphasize the trend.

Figure 8 shows the ⟨mT ⟩ dependence of the HBT param-
eters for each energy. As mentioned earlier, the decrease in
transverse and longitudinal radii at higher mT are attributed
to transverse and longitudinal flow [23,66]. Larger mT pairs
are emitted from smaller emission regions with less correspon-
dence to the size of the entire fireball. For both Rout and Rside the
different beam energies show similar trends in both magnitude
and slope. For Rlong, the slopes appear to remain similar for
the different energies, but the magnitude of Rlong increases
with energy for all centralities. From these observations, and

014904-13
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transverse HBT radii are plotted as a function of the collision energy
for STAR and ALICE measurements of the most central heavy ion
collisions. (Bottom) The ratio of the out and side HBT radii for
STAR and ALICE are plotted for the same collisions. In both cases,
statistical errors are shown by solid error bars. Systematic errors are
shown only for the data at mT = 0.33 GeV (mT = 0.38 GeV) for
STAR (ALICE); systematic errors are common for all mT cuts. The
systematic errors are driven by two-track cuts that are common to
all STAR energies and so are drawn only for the

√
sNN = 62.4-GeV

data.

on the algorithm used [22]. Calculations that rely strictly
on freeze-out distributions and bypass calculation of the
momentum-space correlation function, often yield HBT radii
that are much too large, whereas the ratios between them are
closer to experimental values [22,67].

In the hydrodynamic calculation of Rischke and Gyulassy,
which included flow, Rout/Rside exhibited a peak as the energy
density of the system nears the threshold of a first-order phase
transition or rapid crossover transition [63]. This ratio is shown
in the bottom panel of Fig. 6 for the world’s data set. A small
peaking behavior in the STAR data is obscured by the historical
SPS and AGS data. The excitation function is clearer if the
STAR and ALICE data are viewed separately, as seen in the
bottom panel of Fig. 7 [68]. For all mT ranges, the ratio peaks
at

√
sNN ≈ 20 GeV.

It is not unreasonable to examine the RHIC and LHC data on
their own. Femtoscopic techniques, including various methods
for accounting for the Coulomb repulsion between the pions,
have evolved over time [22]; STAR and ALICE use the Bowler-
Sinyukov formalism [54,55], which affects particularly the
outward radius [33]. Furthermore, the detector acceptance and
two-track efficiency change as a function of collision energy
in a fixed-target experiment, which can complicate detection
of a subtle trend in an observable with

√
sNN. Midrapidity

measurement with collider experiments such as STAR and
ALICE are performed with uniform coverage independent
of collision energy. Finally, systematic errors vary from one
experiment to another. While the systematic error on Rout/Rside
(shown as a gray band in Fig. 7) is significant, it is common
for all

√
sNN, so the peak in the ratio is statistically significant.

The peak in R2
out − R2

side and Rout/Rside is intriguing,
especially because it occurs around a collision energy where
several other observables [69–72] show nontrivial trends
that may indicate a change in the underlying physics at
these energies. However, conclusive interpretation of the
femtoscopic data presented here must await comparison with
theoretical calculations.

The value of Rlong has been related to the kinetic freeze-out
temperature, T , and lifetime, τ , of the system by the relation
[23,73,74]

Rlong = τ

√
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mT

K2(mT /T )
K1(mT /T )

, (18)

where K1(mT /T ) and K2(mT /T ) are modified Bessel func-
tions. The kinetic freeze-out temperature is not expected to
change much with

√
sNN. Therefore, the rise of Rlong suggests

that the total lifetime of the system is increasing with energy.
At the end of this section Eq. (18) is used to extract τ as a
function of

√
sNN given certain assumptions.

The systematic errors for STAR points at all energies (from
Table II) are of similar size to error bar for 39 GeV, shown as
a representative example. Errors on other results are statistical
only to emphasize the trend.

Figure 8 shows the ⟨mT ⟩ dependence of the HBT param-
eters for each energy. As mentioned earlier, the decrease in
transverse and longitudinal radii at higher mT are attributed
to transverse and longitudinal flow [23,66]. Larger mT pairs
are emitted from smaller emission regions with less correspon-
dence to the size of the entire fireball. For both Rout and Rside the
different beam energies show similar trends in both magnitude
and slope. For Rlong, the slopes appear to remain similar for
the different energies, but the magnitude of Rlong increases
with energy for all centralities. From these observations, and
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(R2out - R2side) sensitive to emission duration 

 Maximum at √sNN  ~ 20 GeV 

N. Yu QM2017
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Presence of Critical Point?

11

Critical Points:  
divergence of susceptibilities 

e.g. magnetism transitions  
divergence of correlation lengths 

e.g. critical opalescence 

M. Stephanov. PRL 107:052301(2011) 

Correlation lengths diverge 
→ Net-p κσ2 diverge

3

and δ = 5, which are within few percent of their exact
values in three dimensions. The result of Eq. (9) can then
be simplified to

κ4(t,H) = −12
81− 783θ2 + 105θ4 − 5θ6 + 2θ8

R14/3(3− θ2)3(3 + 2θ2)5
. (10)

We represent κ4(t,H) graphically as a density plot in
Fig. 1. We see that the 4-th cumulant (and kurtosis)
is negative in the sector bounded by two curved rays
H/tβδ = ±const (corresponding to θ ≈ ±0.32).

(a)
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!20
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FIG. 1: (color online) (a) – the density plot of the function
κ4(t,H) given by Eq. (10) obtained using Eq. (9) for the linear
parametric model Eqs. (6), (7), (8) and β = 1/3, δ = 5. The
κ4 < 0 region is red, the κ4 > 0 – is blue. (b) – the dependence
of κ4 on t along the vertical dashed green line on the density
plot above. This line is the simplest example of a possible
mapping of the freezeout curve (see Fig. 2). The units of t,
H and κ4 are arbitrary.

Also in Fig. 1 we show the dependence of κ4 along a
line which could be thought of as representing a possible
mapping of the freezeout trajectory (Fig. 2) onto the tH
plane. Although the absolute value of the peak in κ4

depends on the proximity of the freezeout curve to the
critical point, the ratio of the maximum to minimum
along such an H = const curve is a universal number,
approximately equal to −28 from Eq. (10).

µB, GeV

, GeV

0

0.1
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t

1
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critical
point

freezeout
curve

nuclear
matter

QGP

hadron gas

FIG. 2: A sketch of the phase diagram of QCD with the freeze-
out curve and a possible mapping of the Ising coordinates t
and H .

The negative minimum is small relative to the positive
peak, but given the large size of the latter, Ref.[7, 15],
the negative contribution to kurtosis may be significant.
In addition, the mapping of the freezeout curve certainly
need not be H = const, and the relative size of the posi-
tive and negative peaks depends sensitively on that.
The trend described above appears to show in the re-

cent lattice data, Ref.[10], obtained using Pade resum-
mation of the truncated Taylor expansion in µB. As the
chemical potential is increased along the freezeout curve,
the 4-th moment of the baryon number fluctuations be-
gins to decrease, possibly turning negative, as the critical
point is approached (see Fig.2 in Ref.[10]).
Another observation, which we shall return to at the

end of the next section, is that −κ4 grows as we approach
the crossover line, corresponding to H = 0, t > 0 on the
diagram in Fig. 1(a). On the QCD phase diagram the
freezeout point will move in this direction if one reduces
the size of the colliding nuclei or selects more peripheral
collisions (the freezeout occurs earlier, i.e., at higher T ,
in a smaller system).

EXPERIMENTAL OBSERVABLES

In this section we wish to connect the results for the
fluctuations of the order parameter field σ to the fluctua-
tions of the observable quantities. As an example we con-
sider the fluctuations of the multiplicity of given charged
particles, such as pions or protons.
For completeness we shall briefly rederive the results of

Ref.[7] using a simple model of fluctuations. The model
captures the most singular term in the contribution of the
critical point to the fluctuation observables. Consider a
given species of particle interacting with fluctuating crit-
ical mode field σ. The infinitesimal change of the field δσ
leads to a change of the effective mass of the particle by
the amount δm = gδσ. This could be considered a def-
inition of the coupling g. For example, the coupling of
protons in the sigma model is gσp̄p. The fluctuations δfp
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and δ = 5, which are within few percent of their exact
values in three dimensions. The result of Eq. (9) can then
be simplified to

κ4(t,H) = −12
81− 783θ2 + 105θ4 − 5θ6 + 2θ8

R14/3(3− θ2)3(3 + 2θ2)5
. (10)

We represent κ4(t,H) graphically as a density plot in
Fig. 1. We see that the 4-th cumulant (and kurtosis)
is negative in the sector bounded by two curved rays
H/tβδ = ±const (corresponding to θ ≈ ±0.32).
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FIG. 1: (color online) (a) – the density plot of the function
κ4(t,H) given by Eq. (10) obtained using Eq. (9) for the linear
parametric model Eqs. (6), (7), (8) and β = 1/3, δ = 5. The
κ4 < 0 region is red, the κ4 > 0 – is blue. (b) – the dependence
of κ4 on t along the vertical dashed green line on the density
plot above. This line is the simplest example of a possible
mapping of the freezeout curve (see Fig. 2). The units of t,
H and κ4 are arbitrary.

Also in Fig. 1 we show the dependence of κ4 along a
line which could be thought of as representing a possible
mapping of the freezeout trajectory (Fig. 2) onto the tH
plane. Although the absolute value of the peak in κ4

depends on the proximity of the freezeout curve to the
critical point, the ratio of the maximum to minimum
along such an H = const curve is a universal number,
approximately equal to −28 from Eq. (10).
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FIG. 2: A sketch of the phase diagram of QCD with the freeze-
out curve and a possible mapping of the Ising coordinates t
and H .

The negative minimum is small relative to the positive
peak, but given the large size of the latter, Ref.[7, 15],
the negative contribution to kurtosis may be significant.
In addition, the mapping of the freezeout curve certainly
need not be H = const, and the relative size of the posi-
tive and negative peaks depends sensitively on that.
The trend described above appears to show in the re-

cent lattice data, Ref.[10], obtained using Pade resum-
mation of the truncated Taylor expansion in µB. As the
chemical potential is increased along the freezeout curve,
the 4-th moment of the baryon number fluctuations be-
gins to decrease, possibly turning negative, as the critical
point is approached (see Fig.2 in Ref.[10]).
Another observation, which we shall return to at the

end of the next section, is that −κ4 grows as we approach
the crossover line, corresponding to H = 0, t > 0 on the
diagram in Fig. 1(a). On the QCD phase diagram the
freezeout point will move in this direction if one reduces
the size of the colliding nuclei or selects more peripheral
collisions (the freezeout occurs earlier, i.e., at higher T ,
in a smaller system).

EXPERIMENTAL OBSERVABLES

In this section we wish to connect the results for the
fluctuations of the order parameter field σ to the fluctua-
tions of the observable quantities. As an example we con-
sider the fluctuations of the multiplicity of given charged
particles, such as pions or protons.
For completeness we shall briefly rederive the results of

Ref.[7] using a simple model of fluctuations. The model
captures the most singular term in the contribution of the
critical point to the fluctuation observables. Consider a
given species of particle interacting with fluctuating crit-
ical mode field σ. The infinitesimal change of the field δσ
leads to a change of the effective mass of the particle by
the amount δm = gδσ. This could be considered a def-
inition of the coupling g. For example, the coupling of
protons in the sigma model is gσp̄p. The fluctuations δfp
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κ4(t,H) = −12
81− 783θ2 + 105θ4 − 5θ6 + 2θ8

R14/3(3− θ2)3(3 + 2θ2)5
. (10)

We represent κ4(t,H) graphically as a density plot in
Fig. 1. We see that the 4-th cumulant (and kurtosis)
is negative in the sector bounded by two curved rays
H/tβδ = ±const (corresponding to θ ≈ ±0.32).

(a)

!0.4 !0.2 0.0 0.2 0.4 0.6
!20

0
20
40
60
80

100
120

t

Κ
4

(b)

FIG. 1: (color online) (a) – the density plot of the function
κ4(t,H) given by Eq. (10) obtained using Eq. (9) for the linear
parametric model Eqs. (6), (7), (8) and β = 1/3, δ = 5. The
κ4 < 0 region is red, the κ4 > 0 – is blue. (b) – the dependence
of κ4 on t along the vertical dashed green line on the density
plot above. This line is the simplest example of a possible
mapping of the freezeout curve (see Fig. 2). The units of t,
H and κ4 are arbitrary.

Also in Fig. 1 we show the dependence of κ4 along a
line which could be thought of as representing a possible
mapping of the freezeout trajectory (Fig. 2) onto the tH
plane. Although the absolute value of the peak in κ4

depends on the proximity of the freezeout curve to the
critical point, the ratio of the maximum to minimum
along such an H = const curve is a universal number,
approximately equal to −28 from Eq. (10).
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The negative minimum is small relative to the positive
peak, but given the large size of the latter, Ref.[7, 15],
the negative contribution to kurtosis may be significant.
In addition, the mapping of the freezeout curve certainly
need not be H = const, and the relative size of the posi-
tive and negative peaks depends sensitively on that.
The trend described above appears to show in the re-

cent lattice data, Ref.[10], obtained using Pade resum-
mation of the truncated Taylor expansion in µB. As the
chemical potential is increased along the freezeout curve,
the 4-th moment of the baryon number fluctuations be-
gins to decrease, possibly turning negative, as the critical
point is approached (see Fig.2 in Ref.[10]).
Another observation, which we shall return to at the

end of the next section, is that −κ4 grows as we approach
the crossover line, corresponding to H = 0, t > 0 on the
diagram in Fig. 1(a). On the QCD phase diagram the
freezeout point will move in this direction if one reduces
the size of the colliding nuclei or selects more peripheral
collisions (the freezeout occurs earlier, i.e., at higher T ,
in a smaller system).

EXPERIMENTAL OBSERVABLES

In this section we wish to connect the results for the
fluctuations of the order parameter field σ to the fluctua-
tions of the observable quantities. As an example we con-
sider the fluctuations of the multiplicity of given charged
particles, such as pions or protons.
For completeness we shall briefly rederive the results of

Ref.[7] using a simple model of fluctuations. The model
captures the most singular term in the contribution of the
critical point to the fluctuation observables. Consider a
given species of particle interacting with fluctuating crit-
ical mode field σ. The infinitesimal change of the field δσ
leads to a change of the effective mass of the particle by
the amount δm = gδσ. This could be considered a def-
inition of the coupling g. For example, the coupling of
protons in the sigma model is gσp̄p. The fluctuations δfp
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Figure 1 | pT-di�erential yields of K0
S , ⇤+⇤, ⌅� +⌅

+ and ⌦� +⌦
+

measured in |y|<0.5. The results are shown for a selection of event
classes, indicated by roman numbers in brackets, with decreasing
multiplicity. The error bars show the statistical uncertainty, whereas the
empty boxes show the total systematic uncertainty. The data are scaled by
di�erent factors to improve the visibility. The dashed curves represent
Tsallis–Lévy fits to each individual distribution to extract integrated yields.
The indicated uncertainties all represent standard deviations.

hdNch/d⌘i. The mean pseudorapidity densities of primary charged
particles hdNch/d⌘i are measured at midrapidity, |⌘|<0.5. The
pT spectra become harder as the multiplicity increases, with the
hardening being more pronounced for higher-mass particles. A
similar observation was reported for p–Pb collisions10, where
this and several other features common with Pb–Pb collisions
are consistent with the appearance of collective behaviour at high
multiplicity8,11,19–23. In heavy-ion collisions these observations are
successfully described by models based on relativistic hydrody-
namics. In this framework, the pT distributions are determined by
particle emission from a collectively expanding thermal source28.
The blast-wave model29 is employed to analyse the spectral shapes
of K 0

S , ⇤ and ⌅ in the common highest multiplicity class (class
I). A simultaneous fit to all particles is performed following the
approach discussed in ref. 10 in the pT ranges 0–1.5, 0.6–2.9 and
0.6–2.9GeV/c, for K 0

S ,⇤ and ⌅ , respectively. The best fit describes
the data to better than 5% in the respective fit ranges, consistent
with particle production from a thermal source at temperature Tfo
expanding with a common transverse velocity h�Ti. The resulting
parameters, Tfo =163±10MeV and h�Ti = 0.49 ± 0.02, are
remarkably similar to the ones obtained in p–Pb collisions for an
event class with comparable hdNch/d⌘i (ref. 10).

The pT-integrated yields are computed from the data in the
measured ranges and using extrapolations to the unmeasured
regions. To extrapolate to the unmeasured region, the data were
fitted with a Tsallis–Lévy10 parametrization, which gives the best
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Figure 2 | pT-integrated yield ratios to pions (⇡+ +⇡�) as a function of
hdNch/d⌘imeasured in |y|<0.5. The error bars show the statistical
uncertainty, whereas the empty and dark-shaded boxes show the total
systematic uncertainty and the contribution uncorrelated across
multiplicity bins, respectively. The values are compared to calculations from
MC models30–32 and to results obtained in p–Pb and Pb–Pb collisions at the
LHC6,10,11. For Pb–Pb results the ratio 2⇤/(⇡+ +⇡�) is shown. The
indicated uncertainties all represent standard deviations.

description of the individual spectra for all particles and all
event classes over the full pT range (Fig. 1). Several other fit
functions (Boltzmann, mT-exponential, pT-exponential, blast wave,
Fermi–Dirac, Bose–Einstein) are employed to estimate the cor-
responding systematic uncertainties. The fraction of the extrapo-
lated yield for the highest(lowest) multiplicity event class is about
10(25)%, 16(36)%, 27(47)% for ⇤,⌅ and ⌦ , respectively, and is
negligible for K 0

S . The uncertainty on the extrapolation amounts
to about 2(6)%, 3(10)%, 4(13)% of the total yield for ⇤, ⌅ and
⌦ , respectively, and it is negligible for K 0

S . The total systematic
uncertainty on the pT-integrated yields amounts to 5(9)%, 7(12)%,
6(14)% and 9(18)% for K 0

S , ⇤,⌅ and ⌦ , respectively. A significant
fraction of this uncertainty is common to all multiplicity classes and
it is estimated to be about 5%, 6%, 6% and 9% for K 0

S ,⇤,⌅ and ⌦ ,
respectively. In Fig. 2, the ratios of the yields of K 0

S , ⇤,⌅ and ⌦ to
the pion (⇡+ +⇡�) yield as a function of hdNch/d⌘i are compared
to p–Pb and Pb–Pb results at the LHC6,10,11. A significant enhance-
ment of strange to non-strange hadron production is observed
with increasing particle multiplicity in pp collisions. The behaviour
observed in pp collisions resembles that of p–Pb collisions at a
slightly lower centre-of-mass energy11, in terms of both the values
of the ratios and their evolution with multiplicity. As no significant
dependence on the centre-of-mass energy is observed at the LHC
for inclusive inelastic collisions, the origin of strangeness production
in hadronic collisions is apparently driven by the characteristics
of the final state rather than by the collision system or energy. At
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total systematic uncertainty and the contribution uncorrelated across
multiplicity bins, respectively. The values are compared to calculations from
MC models30–32 in pp collisions at

p
s=7 TeV and to results obtained in

p–Pb collisions at the LHC10. The indicated uncertainties all represent
standard deviations.

high multiplicity, the yield ratios reach values similar to the ones
observed in Pb–Pb collisions, where no significant changewithmul-
tiplicity is observed beyond an initial slight rise. Note that the final-
state average charged-particle density hdNch/d⌘i, which changes by
over three orders of magnitude from low-multiplicity pp to central
Pb–Pb, will in general be related to di�erent underlying physics in
the various reaction systems. For example, under the assumption
that the initial reaction volume in both pp and p–Pb is determined
mostly by the size of the proton, hdNch/d⌘i could be used as a proxy
for the initial energy density. In Pb–Pb collisions, on the other hand,
both the overlap area as well as the energy density could increase
with hdNch/d⌘i. Nonetheless, it is a non-trivial observation that
particle ratios in pp and p–Pb are identical at the same dNch/d⌘,
representing an indication that the final-state particle density might
indeed be a good scaling variable between these two systems.

Figure 3 shows that the yield ratios ⇤/K 0
S = (⇤+⇤)/2K 0

S and
p/⇡ = (p+ p)/(⇡+ +⇡�) do not change significantly with multi-
plicity, demonstrating that the observed enhanced production rates
of strange hadrons with respect to pions is not due to the di�erence
in the hadron masses. The results in Figs 2 and 3 are compared to
calculations from MC models commonly used for pp collisions at
the LHC: PYTHIA830, EPOS LHC31 and DIPSY32. The kinematic
domain and the multiplicity selections are the same for MC and
data, namely, dividing the INEL> 0 sample into event classes based
on the total charged-particle multiplicity in the forward region.
The observation of a multiplicity-dependent enhancement of the
production of strange hadrons along with the constant production
of protons relative to pions cannot be simultaneously reproduced
by any of the MC models commonly used at the LHC. The model
which describes the data best, DIPSY, is a model where interaction
between gluonic strings is allowed to form ‘colour ropes’ which are
expected to produce more strange particles and baryons.

To illustrate the evolution of the production of strange hadrons
with multiplicity, Fig. 4 presents the yield ratios to pions divided
by the values measured in the inclusive INEL > 0 pp sample, both
for pp and p–Pb collisions. The observed multiplicity-dependent
enhancement with respect to the INEL > 0 sample follows a hier-
archy determined by the hadron strangeness. We have attempted
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Figure 4 | Particle yield ratios to pions normalized to the values measured
in the inclusive INEL > 0 pp sample. The results are shown for pp and
p–Pb collisions, both normalized to the inclusive INEL > 0 pp sample. The
error bars show the statistical uncertainty. The common systematic
uncertainties cancel in the double ratio. The empty boxes represent the
remaining uncorrelated uncertainties. The lines represent a simultaneous fit
of the results with the empirical scaling formula in equation (1). The
indicated uncertainties all represent standard deviations.

to describe the observed strangeness hierarchy by fitting the data
presented in Fig. 4 and the empirical function of the form

(h/⇡)

(h/⇡)
pp
INEL>0

=1+a Sb log

" hdNch/d⌘i
hdNch/d⌘ippINEL>0

#

(1)

where S is the number of strange or anti-strange valence quarks
in the hadron, (h/⇡)ppINEL>0 and hdNch/d⌘ippINEL>0 are the measured
hadron-to-pion ratio and the charged-particle multiplicity density
in INEL > 0 pp collisions, respectively, and a and b are free
parameters. The fit describes the data well, yielding a= 0.083±
0.006, b=1.67±0.09, with a � 2/ndf of 0.66.

In summary, we have presented the multiplicity dependence of
the production of primary strange (K 0

S , ⇤, ⇤) and multi-strange
(⌅�, ⌅

+, ⌦�, ⌦
+) hadrons in pp collisions at

p
s = 7 TeV.

The results are obtained as a function of hdNch/d⌘i measured at
midrapidity for event classes selected on the basis of the total charge
deposited in the forward region. The pT spectra become harder as
themultiplicity increases. Themass andmultiplicity dependences of
the spectral shapes are reminiscent of the patterns seen in p–Pb and
Pb–Pb collisions at the LHC, which can be understood assuming a
collective expansion of the system in the final state. The data show
for the first time in pp collisions that the pT-integrated yields of
strange and multi-strange particles relative to pions increase signif-
icantly with multiplicity. These particle ratios are similar to those
found in p–Pb collisions at the samemultiplicity densities11. The ob-
served enhancement increases with strangeness content rather than
with mass or baryon number of the hadron. Such behaviour cannot
be reproduced by any of theMCmodels commonly used, suggesting
that further developments are needed to obtain a complete micro-
scopic understanding of strangeness production, and indicating the
presence of a phenomenon novel in high-multiplicity pp collisions.
The evolution of strangeness enhancement seen at the LHC steadily
increases as a function of hdNch/d⌘i from low-multiplicity pp
to high multiplicity p–Pb and reaches the values observed in
Pb–Pb collisions. This may point towards a common underlying
physics mechanism which gradually compensates the strangeness
suppression in fragmentation. Further studies extending to
higher multiplicity in small systems are essential, as they would

NATURE PHYSICS | VOL 13 | JUNE 2017 | www.nature.com/naturephysics
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high multiplicity, the yield ratios reach values similar to the ones
observed in Pb–Pb collisions, where no significant changewithmul-
tiplicity is observed beyond an initial slight rise. Note that the final-
state average charged-particle density hdNch/d⌘i, which changes by
over three orders of magnitude from low-multiplicity pp to central
Pb–Pb, will in general be related to di�erent underlying physics in
the various reaction systems. For example, under the assumption
that the initial reaction volume in both pp and p–Pb is determined
mostly by the size of the proton, hdNch/d⌘i could be used as a proxy
for the initial energy density. In Pb–Pb collisions, on the other hand,
both the overlap area as well as the energy density could increase
with hdNch/d⌘i. Nonetheless, it is a non-trivial observation that
particle ratios in pp and p–Pb are identical at the same dNch/d⌘,
representing an indication that the final-state particle density might
indeed be a good scaling variable between these two systems.

Figure 3 shows that the yield ratios ⇤/K 0
S = (⇤+⇤)/2K 0

S and
p/⇡ = (p+ p)/(⇡+ +⇡�) do not change significantly with multi-
plicity, demonstrating that the observed enhanced production rates
of strange hadrons with respect to pions is not due to the di�erence
in the hadron masses. The results in Figs 2 and 3 are compared to
calculations from MC models commonly used for pp collisions at
the LHC: PYTHIA830, EPOS LHC31 and DIPSY32. The kinematic
domain and the multiplicity selections are the same for MC and
data, namely, dividing the INEL> 0 sample into event classes based
on the total charged-particle multiplicity in the forward region.
The observation of a multiplicity-dependent enhancement of the
production of strange hadrons along with the constant production
of protons relative to pions cannot be simultaneously reproduced
by any of the MC models commonly used at the LHC. The model
which describes the data best, DIPSY, is a model where interaction
between gluonic strings is allowed to form ‘colour ropes’ which are
expected to produce more strange particles and baryons.

To illustrate the evolution of the production of strange hadrons
with multiplicity, Fig. 4 presents the yield ratios to pions divided
by the values measured in the inclusive INEL > 0 pp sample, both
for pp and p–Pb collisions. The observed multiplicity-dependent
enhancement with respect to the INEL > 0 sample follows a hier-
archy determined by the hadron strangeness. We have attempted
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presented in Fig. 4 and the empirical function of the form

(h/⇡)

(h/⇡)
pp
INEL>0

=1+a Sb log

" hdNch/d⌘i
hdNch/d⌘ippINEL>0

#

(1)

where S is the number of strange or anti-strange valence quarks
in the hadron, (h/⇡)ppINEL>0 and hdNch/d⌘ippINEL>0 are the measured
hadron-to-pion ratio and the charged-particle multiplicity density
in INEL > 0 pp collisions, respectively, and a and b are free
parameters. The fit describes the data well, yielding a= 0.083±
0.006, b=1.67±0.09, with a � 2/ndf of 0.66.

In summary, we have presented the multiplicity dependence of
the production of primary strange (K 0

S , ⇤, ⇤) and multi-strange
(⌅�, ⌅

+, ⌦�, ⌦
+) hadrons in pp collisions at

p
s = 7 TeV.

The results are obtained as a function of hdNch/d⌘i measured at
midrapidity for event classes selected on the basis of the total charge
deposited in the forward region. The pT spectra become harder as
themultiplicity increases. Themass andmultiplicity dependences of
the spectral shapes are reminiscent of the patterns seen in p–Pb and
Pb–Pb collisions at the LHC, which can be understood assuming a
collective expansion of the system in the final state. The data show
for the first time in pp collisions that the pT-integrated yields of
strange and multi-strange particles relative to pions increase signif-
icantly with multiplicity. These particle ratios are similar to those
found in p–Pb collisions at the samemultiplicity densities11. The ob-
served enhancement increases with strangeness content rather than
with mass or baryon number of the hadron. Such behaviour cannot
be reproduced by any of theMCmodels commonly used, suggesting
that further developments are needed to obtain a complete micro-
scopic understanding of strangeness production, and indicating the
presence of a phenomenon novel in high-multiplicity pp collisions.
The evolution of strangeness enhancement seen at the LHC steadily
increases as a function of hdNch/d⌘i from low-multiplicity pp
to high multiplicity p–Pb and reaches the values observed in
Pb–Pb collisions. This may point towards a common underlying
physics mechanism which gradually compensates the strangeness
suppression in fragmentation. Further studies extending to
higher multiplicity in small systems are essential, as they would

NATURE PHYSICS | VOL 13 | JUNE 2017 | www.nature.com/naturephysics

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

537

a = 0.083 ± 0.006, b = 1.67± 0.09
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Coming back to entropy

14
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H. Caines HQ2006

Entropy in Heavy Ion  
> Entropy in p-p? 

How do BES, asymmetric, and high mult. pp data fit into the picture?

Landau and Fermi (50s)  

(assume thermalized source 
expanding adiabatically)
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Figure 5: Three selected observables that all show
interesting non-monotonic behavior as functions
of collision energy around

p
sNN ⇠ 15�20 GeV.

Top panel: R

2
out

�R

2
side

, measured via two-pion
interferometry by STAR [82], PHENIX [83], and
ALICE [84], reflects the lifetime of the collision
fireball. R

2
out

�R

2
side

was predicted [85] to reach a
maximum for collisions in which the hydrodynamic
fluid forms at temperatures where the equation of
state is softest.
Middle panel: The rapidity-slope of the net pro-
ton directed flow v1, dv1/dy. This quantity is
sensitive to early pressure fields in the medium.
Bottom panel: The kurtosis of the event-by-
event distribution of the net proton (i.e. proton
minus antiproton) number per unit of rapidity,
normalized such that Poisson fluctuations give a
value of 1. In central collisions, published results
in a limited kinematic range [86] show a drop be-
low the Poisson baseline around

p
sNN =27 and

19.6 GeV. New preliminary data over a larger p

T

range [87], although at present with substantial
uncertainties, hint that the normalized kurtosis
may, in fact, rise above 1 at lower

p
sNN, as ex-

pected from critical fluctuations [88]. The grey
band shows the much reduced uncertainties an-
ticipated from BES-II in 2018-2019, for the 0-5%
most central collisions.

would be a landmark achievement. The first goals of the BES program, however, relate to obtaining a
quantitative understanding of the properties of matter in the crossover region of the phase diagram as it
changes with increasing µ

B

. Available tools developed over the last few years now make a quantitative
comparison between theory and experiment tractable in the µ

B

-range below any QCD critical point.
Success in this, in and of itself, would constitute a major and lasting impact of the RHIC program.
Questions that can be addressed in this regime include quantitative study of the onset of various signatures
associated with the presence of quark-gluon plasma and of the onset of chiral symmetry restoration as one
traverses the crossover region. Data now in hand from BES-I provide key inputs and impetus toward this
goal. Here we give four examples, intended to be illustrative, of areas where a coherent experimental
and theoretical e↵ort is expected to have substantial impact on our understanding of QCD. In each case
we also note the substantial impact expected from the additional measurements anticipated during the
BES-II:

1. The directed flow observable dv1/dy for net protons has been found to feature a dip as a function of
collision energy (see middle panel in Fig. 5), with a minimum at energies somewhere between

p
sNN = 11.5

and 19.6 GeV [89]. This has long been predicted in qualitative terms as a consequence of the softening of
the equation of state in the transition region of the phase diagram [90,91]. Several theoretical groups
around the world have now begun hydrodynamic calculations with nonzero baryon density, deploying all the
sophistication that has been developed very recently in the analysis of higher energy collisions, including
initial fluctuations and a hadronic afterburner, in applications to these lower energy collisions. These

18
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A lot is happening around 20 GeV

15

Hard to believe this is a conspiracy 
of different underlying causes

  Central HI Collisions  
E864/E866/E877/NA49/PHENIX/STAR



Helen Caines - RHIC&AGS Users Meeting 17

STAR upgrades for BES-II

16

Enhanced Acceptance  
Enhanced PID mid and forward 
Enhanced Event Plane Resolution 
Enhanced Centrality Definition 
Enhanced √s range

iTPC,   EPD,   
eTOF (from CBM), 
Fixed target

C. Yang QM2017 Helen Caines - QM17

STAR upgrades for BES-II

17

Endcap ToF

Enhanced Acceptance  
Enhanced PID mid and forward 
Enhanced Event Plane Resolution 
Enhanced Centrality Definition 
Enhanced √s range

iTPC,   EPD,   
eTOF (from CBM), 
Fixed target

C. Yang QM2017

Inner TPC Endcap TOF 

Event Plane Detector 
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iTPC

17

Increase in #channels in 24 inner 
sectors by ~factor 2 

Provides near complete coverage 

New electronics for inner sectors 

Outer Inner

Enhanced rapidity coverage
      Old                  New 

                               better dE/dx; 
    -1 < η < 1            -1.5 < η < 1.5; 
pT >125 MeV/c     pT > 60 MeV/c.                              

iTPC Project	Scope

Prashanth	S	- RHIC/AGS	Users	Meeting	2017 8

Ø Inner	Sectors

• Pad	planes	tested	and	ready	by	December
• Bonding	of	pad	planes/side	mounts	– LBL
• Wire	winding	for	MWPC at	SDU
• Solved	Grid	leak	issue

Ø Electronics

• New	FEEs are	based	on	current	FEE	layout,	but	
using	ALICE	SAMPA chip

• FEEs were	tested	during	run	17
• Satisfied	with	the	SAMPA performance

Ø Installation

• Special	tool	to	remove	and	insert	inner	sectors

Ø Full	installation	after	Run	18

• Single	sector	for	testing	in	Run	18

TPC iTPC

Expected	hit	pattern
Observed	hit	pattern

Grid	leakPa
d	
ro
w
s
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Event Plane Detector: EPD

18

Determine Centrality away from mid-rapidity 

Better trigger & background reduction 

2.1 < |η| < 5.0 
Replacing BBCs 

16 radial and 24 azimuthal sections
1/8 Run 17, Full Run 18

Greatly improved Event Plane Resolution  

especially 1st-order EP
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Endcap Time-Of-Flight: eTOF

19

Compressed Baryonic Matter Experiment 
(CBM)  

1/10th TOF modules installed inside 
East pole-tip 

Large-scale integration test of system 
for CBM

TPC dE/dx effic. drops rapidly in this 
range due to pZ boost  

eTOF

2 prototype modules for Run 17 
1 full section Run 18

Forward PID over iTPC η range
−1.6 < η < −1.1 
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BES-II: Softening of EoS

20

iTPC+ eTOF: 
Enhanced coverage at forward y 

Signal larger - role of baryon stopping 

[Simulation: UrQMD at 19.6 GeV]

Precision measurement of dv1/dy as function of centrality
Current data: Double sign change of v1 



EPD Improvements 
!  Net proton v1 

versus √sNN at 
mid-rapidity 
!  BES I data from 

10-40% 

!  The grey bars 
indicate what the 
error bars would 
have been with a 
narrow centrality 

Rosi Reed - 2016 RHIC/AGS Users Meeting 26 

BES-I Data 
BES-II  
BES-II + EPD 
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BES-II: Softening of EoS

20

iTPC+ eTOF: 
Enhanced coverage at forward y 

Signal larger - role of baryon stopping 

[Simulation: UrQMD at 19.6 GeV]

Precision measurement of dv1/dy as function of centrality
Current data: Double sign change of v1 

EPD: 
Enhanced 1st order EP resolution 

Reduced systematics



iTPC
iTPC
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BES-II: Critical fluctuations

21

iTPC: 
Increase Δyp acceptance
Δyp > Δy correlation 

Current data:  Suggestive of non-trivial √s dependence of net   

                                proton cumulant ratios

Subject actively 
pursued theoretically

Establish true nature 
of correlation

EPD: 
Improved centrality selection 

Use all TPC for measurement



Connection to fireball lifetime 

9/23/16 Hard Probes 2016, Wuhan China, B. Huang 

!  Integrated excess yield normalized by dNch/dy, is proportional to lifetime of fireball 
from 17.3 – 200 GeV.  

Given that total baryon density is nearly constant and emission rate is dominant in the near Tc region. 
 
R. Rapp, H. van Hees PLB 753 (2016) 586-590 

Excess radiation 23

Hard Probes 2016 - Patrick Sellheim - 24/09/2016

HADES
Preliminary

Excess yield scales like
≈A1.3

part

The excess yield rises 
with the size of the 
collision system.

Helen Caines - RHIC&AGS Users Meeting 17

Low mass di-lepton excess

22

HP2016 J. Butterworth (STAR) P. 
Sellheim (HADES)

In Au+Au excess scales 
as N1.3part

Low mass excess∝ fireball lifetime  
for large range of beam energies and 
centralities

Looking forward to adding more low 
energy and LHC data into trend plots 

Results suggest excess from total baryon driven hot dense medium effects 
and the medium’s lifetime
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Change the total baryon number

23

ρ-meson broadening: 
different predictions for di-electron continuum (Rapp vs PHSD) 
iTPC: Significant reduction in sys. and stat. uncertainties  

Enables to distinguish between models for √s =7.7-19.6 GeV

Low Mass Region: 
iTPC: Significant reduction in sys. and stat. uncertainties  

Disentangle total baryon density effects

J. Butterworth HP2016, T. Galatyuk, QM2017
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Change the total baryon number

23

ρ-meson broadening: 
different predictions for di-electron continuum (Rapp vs PHSD) 
iTPC: Significant reduction in sys. and stat. uncertainties  

Enables to distinguish between models for √s =7.7-19.6 GeV

Low Mass Region: 
iTPC: Significant reduction in sys. and stat. uncertainties  

Disentangle total baryon density effects

J. Butterworth HP2016, T. Galatyuk, QM2017

HADES Prelim.0-40% 
0.3<Mee<0.7 GeV/c2
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Summary

24

New data from RHIC BES-II including Fixed Target program hopefully 
starting next year(√s = 27 and 3 GeV ) 

Significantly extended detection capabilities compared to existing 
data 

     

High statistics exploration of QCD phase diagram and its key 
features is about to begin

Strong theoretical interest focussed in BEST and HICforFAIR, 
increased number of focussed workshops

In conjunction: Turn trends and features into definitive 
conclusions
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BACK UP
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BES-II: Onset of deconfinement

26

NA49 - claim onset of deconfinement 
at √s = 7.7 GeV 

eTOF+iTPC: 
Forward acceptance in fixed target 
mid-rapidity range 

 Reach 7.7 GeV for fixed target too 

Fixed target program 
Collider can’t run below 7.7GeV 
Target in beam pipe at z=210cm 

Dedicated short runs 
More efficient 
Successful tests completed 

Precision investigation 
with new techniques and 

same detector

2014 − √SNN = 3.9 GeV

Daniel Cebra 
10/06/2016 Slide 32 of 30 INT Beam Energy Scan Workshop 

Institute of Nuclear Theory, University of Washington 

p 
Daniel Cebra 
10/06/2016 Slide 32 of 30 INT Beam Energy Scan Workshop 

Institute of Nuclear Theory, University of Washington 

p 



Helen Caines - RHIC&AGS Users Meeting 17

Current and expected data

27

BES-I ! BES-II 
New energies 

!  Fixed target program 
extends scan to lower 
energies 

!  Tested in 2014 

Rosi Reed - 2016 RHIC/AGS Users Meeting 16 2014 � √SNN = 3.9 GeV 

LHC: 2760, 5000 

RHIC: BES-I  
     BES-II - Fixed target 

 2.5 - 19.6 
d+Au 200, 62, 38, 20 
Cu+Au 200, 62 

SPS: 5.1-17.3  
Lighter ions 

SIS: 2.6, 2.6 

FAIR: 2.7-8.2 

NICA: 2-11 

J-PARC: 2-6.2 

Wealth of data in hand and 
more coming soon

HADES

FAIR
NICA

SHINE
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BES-II: Detailed Run Plan

28

Run in 2019 & 2020 will have significant physics impact 

Collision Energies (GeV): 7.7 9.1 11.5 14.5 19.6

Chemical Potential (MeV): 420 370 315 260 205

Observables Millions of Events Needed

RCP up to pT 4.5 GeV NA NA 160 92 22

Elliptic Flow of φ meson (v2) 100 150 200 300 400

Local Parity Violation (CME) 50 50 50 50 50

Directed Flow studies  (v1) 50 75 100    100 200 

asHBT (proton-proton) 35 40 50 65 80

net-proton kurtosis (κσ2) 80     100 120 200 400

Dileptons 100 160 230 300 400
Proposed Number of 
Events: 100 160 230 300 400

Q
G

P
1

st
P.

T.
C

.P
.

E
M

 P
ro

b
es

BES-I stats.                        4        N/A     12       20     36  

eCooling - Enables the significant statistics enhancement 

Fixed target running enables data from √s = 3-7.7 GeV  
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Enhanced tracking and dE/dx performance

29

Increased coverage, efficiency and 
dE/dx resolution out to |η| < 1.5



Comparison: Observables

CPOD 2016, Wroclaw, 30 May 
2016

Volker Friese 21

BM@
N

BM@
N

NICANICA

NA61NA61bulk flow,

strangeness,

fluctuations

BESBES

CBM

NICANICA
LM dileptons CBM

NA6
1

NA6
1

anti-hyperons
BESBES

CBM

NA6
1

NA6
1open charm CBM

charmonium CBM

IM dileptons CBM

restrictions: by rate and/or by instrumentation

Helen Caines - RHIC&AGS Users Meeting 17

Who can measure what

30
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“Dale” in longitudinal expansion

31

BES results for π+ and π-

Probe expansion 
dynamics: 

Width of rapidity 
distribution compared 
to Landau hydro. 
expansion predictions 

Minimum observed at 
√s = ~7 GeV 

Minimum in the speed 
of sound? 

cs2 ~ 0.26 

Christopher Flores
QM2015 September 29, 2015

STAR sees an increase in the ratio 

of the measured pion width to the 

predicted hydro width confirming 

trend of previous NA49 

measurements.

Dale Observable

12

E895: J. L. Klay et al, PRC 68, 05495 (2003)
NA49: S. V. Afanasiev et al. PRC 66, 054902 (2002)
BRAHMS: I.G. Bearden et al., PRL 94, 162301

STAR Data points include both 

statistical and systematic errors.
σ

y
(hydro): P. Carruthers and M. Duong-van, Phys.Lett. B41, 597 (1972)

All rapidity density spectra have been 
fit with single Gaussian Functions.

All rapidity density spectra have been 
fit with single Gaussian Functions.

Another indication of 
softening of EoS?

NA61/SHINE see minima in 
similar place for pp data

C. Flores QM15
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Longitudinal expansion

32

Radial Flow, and softening of  EoS 

A. Rustamov, CPOD 2016, Wroclaw, Poland 
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consistent results 
however:  
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    for p+p! 
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Radial Flow, and softening of  EoS 

A. Rustamov, CPOD 2016, Wroclaw, Poland 
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Fluctuations at RHIC

33

Nu Xu 15/24 “Critical Point and Onset of Deconfinement 2016”, Wroclaw, Poland, May 30 – June 4, 2016 

Critical Point and Onset of Deconfinement 2016
and

Working Group Meeting of COST Action MP1304

Wrocław, Poland
May 30th - June 4th, 2016

Wrocław is the largest city in western Poland. It is on the River Oder in the Silesian
Lowlands of Central Europe, roughly 350 kilometres (220 miles) from the Baltic
Sea to the north and 40 kilometres (25 miles) from the Sudeten Mountains to the
south. Wrocław is the historical capital of Silesia and Lower Silesia. See more from
wiki.

Wrocław was selected as the European Capital of Culture 2016. Throughout the
year there will be dozens of cultural events and festivals. Thanks to a number of
festivals ongoing in Wrocław during CPOD2016 (Ethno Jazz Festival and Simcha -
Jewish culture festival), we were able to provide you with a list of recommended
events. The list is presented in a handy form of calendar. You can find the basic
information about the events below, as well as ticketing informations.

Home
First Circular

Second Circular
Committees

Invited speakers
Registration

Schedule (preliminary)
Venue

Accommodation
Travel information
Tourist attractions

Poster
Contact

Higher Moments of Net-Q, -K, -p 
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(a) STAR Net-charge
δφ = 2π
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(b) PHENIX Net-charge
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(c) STAR Net-Kaon
δφ = 2π

|yK|<0.5; 0.2<pT<1.6(GeV/c)
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(d) STAR Net-proton
δφ = 2π

|yp|<0.5; 0.4<pT<2(GeV/c)
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STAR Prilimnary

1)  The results of net-Q and net-Kaon show flat energy dependence. 
2)  Net-p shows non-monotonic energy dependence in the most central Au+Au 

collisions starting at √sNN < 27 GeV! 
         PHENIX: talk by P. Garg at QM2015;    STAR: talk by J. Thäder and poster by J. Xu at QM2015   

€ 

error(κ *σ 2)∝
1
N
σ 2

ε 2

In STAR: 

σ(Q) > σ(K) > σ(p)  
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Splitting of the v2

34

Nu Xu 11/24 “Critical Point and Onset of Deconfinement 2016”, Wroclaw, Poland, May 30 – June 4, 2016 

Critical Point and Onset of Deconfinement 2016
and

Working Group Meeting of COST Action MP1304

Wrocław, Poland
May 30th - June 4th, 2016

Wrocław is the largest city in western Poland. It is on the River Oder in the Silesian
Lowlands of Central Europe, roughly 350 kilometres (220 miles) from the Baltic
Sea to the north and 40 kilometres (25 miles) from the Sudeten Mountains to the
south. Wrocław is the historical capital of Silesia and Lower Silesia. See more from
wiki.

Wrocław was selected as the European Capital of Culture 2016. Throughout the
year there will be dozens of cultural events and festivals. Thanks to a number of
festivals ongoing in Wrocław during CPOD2016 (Ethno Jazz Festival and Simcha -
Jewish culture festival), we were able to provide you with a list of recommended
events. The list is presented in a handy form of calendar. You can find the basic
information about the events below, as well as ticketing informations.

Home
First Circular

Second Circular
Committees

Invited speakers
Registration

Schedule (preliminary)
Venue

Accommodation
Travel information
Tourist attractions

Poster
Contact

BES v2 and Model Comparison 

At large µB, low collision energies, the number of quark scaling in v2 is broken 

(a) Hydro + Transport: Baryon results fit               [J. Steinheimer, et al. PR C86, 44902(13)] 

(b) NJL model:  Sensitive to vector-coupling, CME, µB driven.                                                            
                                                                                                                                  [J. Xu, et al., PRL112.012301(14)] 

(c) Hydro solution: Chemical potential µB and viscosity η/s driven! 
                                              [Hatta et al. PR D91, 085024(15); D92, 114010(15) //NP A947, 155(16)] 
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Decoupling of  temperatures 

A. Rustamov, CPOD 2016, Wroclaw, Poland 

Is this related to the softening of  EoS? 
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Chemical Freeze out 
D. Mishra, QM 2015, Kobe, Japan 
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High Energy 

Low Energy 

Stephen Horvat (YALE) HQ2016, South Padre Island 24 



Helen Caines - RHIC&AGS Users Meeting 17

Baryon density considerations

36

  4

Current status of horn and step plots – properties of the onset of deconfinement 

mid-rapidity 4p new  For Pb+Pb sharp 

peak (horn) in K+/p+ 

ratio due to onset of 
deconfinement (OD) 
 (APPB 30, 2705, 1999)

  For Pb+Pb 
plateau (step) in the 
inverse slope 
parameter (T) of m

T
 

spectra due to OD 
(constant T and p in 
mixed phase)

 Even in p+p the 
energy dependence 

of K+/p+ and T 

exhibits rapid 
changes in the 
SPS energy range

S. Puławski (for NA61),  
PoS CPOD2014, 010, 2015; 

and 2015 update (4p)

 (GeV)NNs
4 5 6 7 8 10 20 30 40 100 200

)3
/c2

 (G
eV

2B

3−10

E864(d) Au+Pb
E866(d) Au+Au
E877(d) Au+Au
NA49(d) Pb+Pb
PHENIX(d) Au+Au

) Au+AudSTAR(
) Au+AudPHENIX(

 / A = 0.65 GeV/c
T

p
STAR 0-10%(d) Au+Au

) Au+AudSTAR 0-10%(

Average of p+p and p+A

Central Collision
STAR Preliminary

2017/2/3 18

Coalescence Parameters vs. Collision Energy

� ,9 decrease with collision energy. A minimum around sGG� = 20 GeV:
change of EOS?!

� ,9 ! values are systematically lower than that of ,9(!) implying emitted source of 
anti-baryons is larger than those of baryons

Ning Yu, Quark Matter 2017

arXiv:1410.2559
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FIG. 8: (Color online) The dependence of the HBT radii on multi-
plicity, ⟨dNch/dη⟩1/3, for ⟨kT ⟩ ≈ 0.22 GeV/c (left) and ⟨kT ⟩ ≈ 0.39
GeV/c (right). Results are for Au+Au collisions at STAR, Pb+Au at
CERES [28], Pb+Pb at ALICE [36], and Si+A at E802 [25]. Errors
are statistical only.

only to emphasize the trend.
Figure 7 shows the ⟨mT ⟩ dependence of the HBT param-

eters for each energy. As mentioned earlier, the decrease in
transverse and longitudinal radii at highermT are attributed to
transverse and longitudinal flow [23, 66]. Larger mT pairs are
emitted from smaller emission regions with less correspon-
dence to the size of the entire fireball. For both Rout and Rside
the different beam energies show similar trends both in magni-
tude and slope. For Rlong, the slopes appear to remain similar
for the different energies, but the magnitude of Rlong increases
with energy for all centralities. From these observations, and
considering Fig. 6 showed the beam energy dependence for
a single kT and centrality bin, it is apparent that similar de-
pendencies on√sNN exist for all the studied centrality and kT
ranges.
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FIG. 9: (Color online) The beam energy dependence of the vol-
ume, V = (2π)3/2R2sideRlong, of the regions of homogeneity at ki-
netic freeze-out in central Au+Au, Pb+Pb and Pb+Au collisions with
⟨kT ⟩ ≈ 0.22 GeV/c [26–32, 36]. The systematic errors for STAR
points at all energies (from Table II) are of similar size to error bar for
39 GeV, shown as a representative example. Errors on other results
are statistical only, to emphasize the trend. The PHOBOS points are
offset in √sNN for clarity. The text contains some discussion about
variations in centrality, ⟨kT ⟩, and analysis techniques between differ-
ent experiments.

The multiplicity dependence of the HBT radii are presented
in Fig. 8 for two kT ranges with ⟨kT ⟩ ≈ 0.22 GeV/c and
⟨kT ⟩ ≈ 0.39 GeV/c. A few earlier measurements with simi-
lar ⟨kT ⟩ are shown as well. It was observed in [34] that Rside
and Rlong both follow a common universal trend at 62.4 and
200 GeV independent of the collision species. ALICE has
recently shown p+p collisions exhibit a different multiplicity
dependence with a smaller slope [37, 38]. The difference may
be due to the interactions in the bulk medium formed in heavy
ion collisions.
The results from ALICE are at different ⟨kT ⟩ values. To get

a similar ⟨kT ⟩ ≈ 0.39 GeV/c estimate, the ALICE data points
[36] reported for ⟨kT ⟩ ≈ 0.35 GeV/c and ⟨kT ⟩ ≈ 0.44 GeV/c
are averaged and plotted on Fig. 8. There is some ambiguity in
this approach as the different pair statistics at different kT are
not accounted for when averaging this way. As demonstrated
in [36–38], the universal trends for Rside and Rlong continue up
to LHC energies.
When comparing different datasets from previous analyses

[25, 28, 36], there is an uncertainty on the centrality caused by
the different techniques that were used to compute the average
charged track multiplicity ⟨dNch/dη⟩. In this analysis, the
standard STAR centrality definition was used at all energies,
where ⟨dNch/dη⟩ is computed using all events that pass the
event selection cuts. However, it should be noted that this is an
uncorrected value of ⟨dNch/dη⟩ that underestimates the true

piN cross-section important at low sqrt(s)
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FIG. 7. (Color online) (Top) The difference between the squared
transverse HBT radii are plotted as a function of the collision energy
for STAR and ALICE measurements of the most central heavy ion
collisions. (Bottom) The ratio of the out and side HBT radii for
STAR and ALICE are plotted for the same collisions. In both cases,
statistical errors are shown by solid error bars. Systematic errors are
shown only for the data at mT = 0.33 GeV (mT = 0.38 GeV) for
STAR (ALICE); systematic errors are common for all mT cuts. The
systematic errors are driven by two-track cuts that are common to
all STAR energies and so are drawn only for the

√
sNN = 62.4-GeV

data.

on the algorithm used [22]. Calculations that rely strictly
on freeze-out distributions and bypass calculation of the
momentum-space correlation function, often yield HBT radii
that are much too large, whereas the ratios between them are
closer to experimental values [22,67].

In the hydrodynamic calculation of Rischke and Gyulassy,
which included flow, Rout/Rside exhibited a peak as the energy
density of the system nears the threshold of a first-order phase
transition or rapid crossover transition [63]. This ratio is shown
in the bottom panel of Fig. 6 for the world’s data set. A small
peaking behavior in the STAR data is obscured by the historical
SPS and AGS data. The excitation function is clearer if the
STAR and ALICE data are viewed separately, as seen in the
bottom panel of Fig. 7 [68]. For all mT ranges, the ratio peaks
at

√
sNN ≈ 20 GeV.

It is not unreasonable to examine the RHIC and LHC data on
their own. Femtoscopic techniques, including various methods
for accounting for the Coulomb repulsion between the pions,
have evolved over time [22]; STAR and ALICE use the Bowler-
Sinyukov formalism [54,55], which affects particularly the
outward radius [33]. Furthermore, the detector acceptance and
two-track efficiency change as a function of collision energy
in a fixed-target experiment, which can complicate detection
of a subtle trend in an observable with

√
sNN. Midrapidity

measurement with collider experiments such as STAR and
ALICE are performed with uniform coverage independent
of collision energy. Finally, systematic errors vary from one
experiment to another. While the systematic error on Rout/Rside
(shown as a gray band in Fig. 7) is significant, it is common
for all

√
sNN, so the peak in the ratio is statistically significant.

The peak in R2
out − R2

side and Rout/Rside is intriguing,
especially because it occurs around a collision energy where
several other observables [69–72] show nontrivial trends
that may indicate a change in the underlying physics at
these energies. However, conclusive interpretation of the
femtoscopic data presented here must await comparison with
theoretical calculations.

The value of Rlong has been related to the kinetic freeze-out
temperature, T , and lifetime, τ , of the system by the relation
[23,73,74]

Rlong = τ

√
T

mT

K2(mT /T )
K1(mT /T )

, (18)

where K1(mT /T ) and K2(mT /T ) are modified Bessel func-
tions. The kinetic freeze-out temperature is not expected to
change much with

√
sNN. Therefore, the rise of Rlong suggests

that the total lifetime of the system is increasing with energy.
At the end of this section Eq. (18) is used to extract τ as a
function of

√
sNN given certain assumptions.

The systematic errors for STAR points at all energies (from
Table II) are of similar size to error bar for 39 GeV, shown as
a representative example. Errors on other results are statistical
only to emphasize the trend.

Figure 8 shows the ⟨mT ⟩ dependence of the HBT param-
eters for each energy. As mentioned earlier, the decrease in
transverse and longitudinal radii at higher mT are attributed
to transverse and longitudinal flow [23,66]. Larger mT pairs
are emitted from smaller emission regions with less correspon-
dence to the size of the entire fireball. For both Rout and Rside the
different beam energies show similar trends in both magnitude
and slope. For Rlong, the slopes appear to remain similar for
the different energies, but the magnitude of Rlong increases
with energy for all centralities. From these observations, and
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STAR and ALICE are plotted for the same collisions. In both cases,
statistical errors are shown by solid error bars. Systematic errors are
shown only for the data at mT = 0.33 GeV (mT = 0.38 GeV) for
STAR (ALICE); systematic errors are common for all mT cuts. The
systematic errors are driven by two-track cuts that are common to
all STAR energies and so are drawn only for the
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data.

on the algorithm used [22]. Calculations that rely strictly
on freeze-out distributions and bypass calculation of the
momentum-space correlation function, often yield HBT radii
that are much too large, whereas the ratios between them are
closer to experimental values [22,67].

In the hydrodynamic calculation of Rischke and Gyulassy,
which included flow, Rout/Rside exhibited a peak as the energy
density of the system nears the threshold of a first-order phase
transition or rapid crossover transition [63]. This ratio is shown
in the bottom panel of Fig. 6 for the world’s data set. A small
peaking behavior in the STAR data is obscured by the historical
SPS and AGS data. The excitation function is clearer if the
STAR and ALICE data are viewed separately, as seen in the
bottom panel of Fig. 7 [68]. For all mT ranges, the ratio peaks
at

√
sNN ≈ 20 GeV.

It is not unreasonable to examine the RHIC and LHC data on
their own. Femtoscopic techniques, including various methods
for accounting for the Coulomb repulsion between the pions,
have evolved over time [22]; STAR and ALICE use the Bowler-
Sinyukov formalism [54,55], which affects particularly the
outward radius [33]. Furthermore, the detector acceptance and
two-track efficiency change as a function of collision energy
in a fixed-target experiment, which can complicate detection
of a subtle trend in an observable with

√
sNN. Midrapidity

measurement with collider experiments such as STAR and
ALICE are performed with uniform coverage independent
of collision energy. Finally, systematic errors vary from one
experiment to another. While the systematic error on Rout/Rside
(shown as a gray band in Fig. 7) is significant, it is common
for all

√
sNN, so the peak in the ratio is statistically significant.

The peak in R2
out − R2

side and Rout/Rside is intriguing,
especially because it occurs around a collision energy where
several other observables [69–72] show nontrivial trends
that may indicate a change in the underlying physics at
these energies. However, conclusive interpretation of the
femtoscopic data presented here must await comparison with
theoretical calculations.

The value of Rlong has been related to the kinetic freeze-out
temperature, T , and lifetime, τ , of the system by the relation
[23,73,74]

Rlong = τ

√
T

mT

K2(mT /T )
K1(mT /T )

, (18)

where K1(mT /T ) and K2(mT /T ) are modified Bessel func-
tions. The kinetic freeze-out temperature is not expected to
change much with

√
sNN. Therefore, the rise of Rlong suggests

that the total lifetime of the system is increasing with energy.
At the end of this section Eq. (18) is used to extract τ as a
function of

√
sNN given certain assumptions.

The systematic errors for STAR points at all energies (from
Table II) are of similar size to error bar for 39 GeV, shown as
a representative example. Errors on other results are statistical
only to emphasize the trend.

Figure 8 shows the ⟨mT ⟩ dependence of the HBT param-
eters for each energy. As mentioned earlier, the decrease in
transverse and longitudinal radii at higher mT are attributed
to transverse and longitudinal flow [23,66]. Larger mT pairs
are emitted from smaller emission regions with less correspon-
dence to the size of the entire fireball. For both Rout and Rside the
different beam energies show similar trends in both magnitude
and slope. For Rlong, the slopes appear to remain similar for
the different energies, but the magnitude of Rlong increases
with energy for all centralities. From these observations, and
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FIG. 8: (Color online) The dependence of the HBT radii on multi-
plicity, ⟨dNch/dη⟩1/3, for ⟨kT ⟩ ≈ 0.22 GeV/c (left) and ⟨kT ⟩ ≈ 0.39
GeV/c (right). Results are for Au+Au collisions at STAR, Pb+Au at
CERES [28], Pb+Pb at ALICE [36], and Si+A at E802 [25]. Errors
are statistical only.

only to emphasize the trend.
Figure 7 shows the ⟨mT ⟩ dependence of the HBT param-

eters for each energy. As mentioned earlier, the decrease in
transverse and longitudinal radii at highermT are attributed to
transverse and longitudinal flow [23, 66]. Larger mT pairs are
emitted from smaller emission regions with less correspon-
dence to the size of the entire fireball. For both Rout and Rside
the different beam energies show similar trends both in magni-
tude and slope. For Rlong, the slopes appear to remain similar
for the different energies, but the magnitude of Rlong increases
with energy for all centralities. From these observations, and
considering Fig. 6 showed the beam energy dependence for
a single kT and centrality bin, it is apparent that similar de-
pendencies on√sNN exist for all the studied centrality and kT
ranges.

  [GeV]   NNs
10 210 310

]  
   

   
 

3
   

 [f
m

lo
ng

R
2 si

de
R

3/
2

)π
(2

1000

2000

3000

4000

5000

6000

7000 E895
E866
NA49
CERES

WA98
NA44
PHOBOS

STAR
ALICE

FIG. 9: (Color online) The beam energy dependence of the vol-
ume, V = (2π)3/2R2sideRlong, of the regions of homogeneity at ki-
netic freeze-out in central Au+Au, Pb+Pb and Pb+Au collisions with
⟨kT ⟩ ≈ 0.22 GeV/c [26–32, 36]. The systematic errors for STAR
points at all energies (from Table II) are of similar size to error bar for
39 GeV, shown as a representative example. Errors on other results
are statistical only, to emphasize the trend. The PHOBOS points are
offset in √sNN for clarity. The text contains some discussion about
variations in centrality, ⟨kT ⟩, and analysis techniques between differ-
ent experiments.

The multiplicity dependence of the HBT radii are presented
in Fig. 8 for two kT ranges with ⟨kT ⟩ ≈ 0.22 GeV/c and
⟨kT ⟩ ≈ 0.39 GeV/c. A few earlier measurements with simi-
lar ⟨kT ⟩ are shown as well. It was observed in [34] that Rside
and Rlong both follow a common universal trend at 62.4 and
200 GeV independent of the collision species. ALICE has
recently shown p+p collisions exhibit a different multiplicity
dependence with a smaller slope [37, 38]. The difference may
be due to the interactions in the bulk medium formed in heavy
ion collisions.
The results from ALICE are at different ⟨kT ⟩ values. To get

a similar ⟨kT ⟩ ≈ 0.39 GeV/c estimate, the ALICE data points
[36] reported for ⟨kT ⟩ ≈ 0.35 GeV/c and ⟨kT ⟩ ≈ 0.44 GeV/c
are averaged and plotted on Fig. 8. There is some ambiguity in
this approach as the different pair statistics at different kT are
not accounted for when averaging this way. As demonstrated
in [36–38], the universal trends for Rside and Rlong continue up
to LHC energies.
When comparing different datasets from previous analyses

[25, 28, 36], there is an uncertainty on the centrality caused by
the different techniques that were used to compute the average
charged track multiplicity ⟨dNch/dη⟩. In this analysis, the
standard STAR centrality definition was used at all energies,
where ⟨dNch/dη⟩ is computed using all events that pass the
event selection cuts. However, it should be noted that this is an
uncorrected value of ⟨dNch/dη⟩ that underestimates the true

piN cross-section important at low sqrt(s)
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Planned low energy running
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Expect wealth of new insights over next ~5 years
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FIG. 28. (Color online) The dependence of the kinetic freeze-out eccentricity of pions on collision energy in midcentral Au + Au collisions
(E895, STAR) and Pb + Au collisions (CERES) for three rapidity regions and with ⟨kT ⟩ ≈ 0.31 GeV/c. For clarity, the points for forward and
backward rapidity from STAR are offset slightly. Error bars include only statistical uncertainties. Several (2 + 1)-dimensional hydrodynamical
models and UrQMD calculations are shown. Model centralities correspond to the data. The trend is consistent with a monotonic decrease in
eccentricity with beam energy. Systematic measurement uncertainty on ϵ is about the size of the data points (0.005) and independent of

√
s NN.

This systematic uncertainty is significantly smaller than statistical uncertainties and so is not drawn, to reduce clutter.

VII. CONCLUSIONS

The two-pion HBT analyses that have been presented
provide key measurements in the search for the onset of
a first-order phase transition in Au + Au collisions as the
collision energy is lowered. The Beam Energy Scan program
has allowed HBT measurements to be carried out across a wide
range of energies with a single detector and identical analysis
techniques. In addition to standard azimuthally integrated mea-
surements, we have performed comprehensive, high-precision,
azimuthally sensitive femtoscopic measurements of like-sign
pions. To obtain the most reliable estimates of the eccentricity
of the collisions at kinetic freeze-out, a new global fit method
has been developed.

A wide variety of HBT measurements have been performed
and the comparison of results at different energies is greatly
improved. In the azimuthally integrated case, the beam energy
dependence of the radii generally agree with results from other
experiments, but show a much smoother trend than the earlier
data, which were extracted from a variety of experiments
with variations in analysis techniques. The current analyses
additionally contribute data in previously unexplored regions
of collision energy. The transverse mass dependence is also
consistent with earlier observations and allows one to conclude
that all kT and centrality bins exhibit similar trends as a
function of collision energy.

The energy dependence of the volume of the homogeneity
regions is consistent with a constant mean free path at freeze-
out, as is the very flat energy dependence of Rout. This scenario
also explains the common dependence of Rside and Rlong on the
cube root of the multiplicity that is observed at higher energy.

For 7.7 and 11.5 GeV, Rside appears to deviate slightly from
the trend at the higher energies. Two physical changes that
may potentially be related to this are the effects of strangeness
enhancement (not included in the argument for a constant mean
free path at freeze-out) and the rapid increase in the strength of
v2 that levels off around 7.7 to 11.5 GeV. Both of these physical
changes occur in the vicinity of the minimum. A systematic
study with a single detector at slightly lower energies would
be needed to help disentangle the different effects.

The UrQMD model provides an alternative explanation for
the minimum in the volume measurement in terms of a change
from a hadronic to a partonic state. Including interactions
between color string fragments early in the collision, it not only
can explain the minimum in the volume, but is also able to find
Rout/Rside values close to unity as observed from AGS through
RHIC energies and improves the agreement between UrQMD
and other observables at the same time. It is interesting
that such an interaction potential may somewhat mimic an
increase in the pressure gradients, which may correlate with
the observation that v2 increases rapidly with

√
sNN in this

region also.
The lifetime of the collision evolution was extracted using

the ⟨mT ⟩ dependence of Rlong. Subject to certain assumptions,
the lifetime increases by a factor 1.7 from AGS to 200-GeV
collisions measured at STAR. The lifetime increases by about
1.4 times more between RHIC and the LHC. The magnitude
of the increased lifetime effect is well beyond systematic
measurement uncertainties.

A new global fit method was developed and studied in
relation to the HHLW fit method. For most centralities, this
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